Abstract—Deep reinforcement learning (DRL) exhibits a promising approach for controlling humanoid robot locomotion. However, only values relating sensors such as IMU, gyroscope, and GPS are not sufficient robots to learn their locomotion skills. In this article, we aim to show the success of vision based DRL. We propose a new vision based deep reinforcement learning algorithm for the locomotion of the Robotis-op2 humanoid robot for the first time. In experimental setup, we construct the locomotion of humanoid robot in a specific environment in the Webots software. We use Double Dueling Q Networks (D3QN) and Deep Q Networks (DQN) that are a kind of reinforcement learning algorithm. We present the performance of vision based DRL algorithm on a locomotion experiment. The experimental results show that D3QN is better than DQN in that stable locomotion and fast training and the vision based DRL algorithms will be successfully able to use at the other complex environments and applications.
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I. INTRODUCTION

In recent decades, the field of humanoid robotics has demonstrated big developments [1], [2]. The robots are being designed to be used everywhere where humans live. These environments are unstructured and dynamic. Therefore, the robots have to recognize the changing environment and then do an appropriate action according to the new environment. Humans can react to environmental changes thanks to their eyes. Robots had equipped by visual sensors as to the humans of the existing humanoid platforms such as Nao, Pepper, Asimo, and Robotis-op2 include the cameras. Cameras provide huge stacked data such as color geometry, and texture. To process and interpret the information, it is a challenging problem in all robotics applications such as walking, localization, tracking, detecting, and grasping [2]-[9].

Previous control works on humanoid locomotion are done by conventional analytical methods such as Model-Predictive Control (MPC) of Zero Moment Point (ZMP) [9]-[14]. The methods require high mathematical computations and to know perfectly the dynamics of robots at both vision based works and the others. Moreover, they do not provide exact the humanoid locomotion that has stable, energy efficiency, a reasonable walking speed, and insensitive to disturbances at previously unknown environments and even known environments. Over the recent years, many machine-learning methods have proposed to control humanoid locomotion [15]-[20]. Especially, Reinforcement Learning (RL) algorithms attracted great attention since they can be applied as model-free and generates policies though trials [21]-[26]. The success of Markov decision Process (MDP) has got increased the usage of RL to provide the robots with locomotion skills [19]-[20]. RL algorithms using the information relating to sensors such as IMU, gyroscope, and GPS and/or the features extraction from camera image were successfully applied [17]. However, after deep learning methods and Graphics Processing Units (GPU) are introduced to the research community, the Deep Reinforcement Learning (DRL) algorithms have become indispensable for robotics area thanks to their superhuman teaching capabilities. In these methods, the raw images were used for end-to-end learning aim. Convolutional Neural Networks (CNN), Long-Short Term Memory Networks (LSTM), Recurrent Neural Networks, and Generative Adversarial Network (GAN) were used to generate the network structure of DRL [21]-[38].

In this article, an implementation of the humanoid robot locomotion is carried out by relying on the raw camera image. The kinds of Double Dueling Q Networks (D3QN) and Deep Q Networks (DQN) of DRL algorithm are used for efficient humanoid locomotion. The contribution of this study is fourfold. The first is to generate a framework for implementing DRL algorithms in Webots simulator environment [39]. The second is to perform a line tracking operation of the Robotis-op2 with the D3QN using only the raw image. The third is that the information obtained from the simulation environment can be transferred smoothly to different scenarios in real life. Fourthly, the developed algorithm can be applied to new problems such as obstacle avoidance or road planning in real dynamic environments by changing rewards and actions easily.

The article is organized as follows. In section II, the fundamentals of RL are introduced and followed by the descriptions of the DQN and D3QN algorithms. Section III describes experimental setup and shows the results of the simulation with the discussions. Section IV consists of the conclusions and future scope of research.
II. DEEP REINFORCEMENT LEARNING

RL is a learning model that allows robots to learn the movements from the interactions with their environment. An intangible reward, which is obtained in response to an action in the environment without any labeling, achieves the learning process of the robot. For example, if a robot has been designed to move inside the room, the robot first scans the motion space and performs a movement that it chooses. As a result of this movement, the robot receives a reward associated with the distance it has received if it is able to proceed in the environment. According to this reward function, the robot learns the process by determining the most appropriate strategy to increase the received reward at each time step. This learning model is briefly defined as learning through interaction to reach to a goal [22]. The most successful application of RL was carried out for Go, an ancient Chinese game. The Go game contains highly complex processes for many artificial intelligence models. However, the best Go player was defeated by the computer with the RL model [24].

A general RL structure is shown in Fig. 1. In this model, an agent called as learner and as decision maker and an environment in which this agent interacts is shown. The agent selects an action from the action space and the environment presents new states to the agent by giving it a reaction to the action. In addition, the environment returns to the agent the reward value in which the agent is trying to maximize. According to these definitions, there are different sub-components of a RL model with agent and environment. These are policy, reward function, value function and optional environment model.

![Fig. 1. A general reinforcement learning structure [22].](image)

Robot selects an action of \( a_t \in A \) according to the \( s_t \) image it receives from the camera at time \( t \in [0, T] \). It then receives the \( r_t \) reward signal corresponding to this action. It starts to receive the new image, that is the next state, \( s_{t+1} \).

The purpose of the algorithm is to maximize the accumulated feature rewards by

\[
R_t = \sum_{i=t}^{T} \gamma^{i-t} r_i
\]

where \( \gamma \) is discount factor. Given the policy \( a_t = \pi(s_t) \). Q-value that is action-value function from a state-value pair \( (s_t, a_t) \) is calculated by

\[
Q^\pi(s_t, a_t) = E[R_t | s_t, a_t, \pi]. \tag{2}
\]

Q-value function is calculated by using Bellman equation in

\[
Q^\pi(s_t, a_t) = E[r_t + \gamma E[Q^\pi(s_{t+1}, a_{t+1}) | s_t, a_t, \pi]]. \tag{3}
\]

By selecting optimal action \( Q^\pi(s_t, a_t) = \max_{a_t}E[R_t | s_t, a_t, \pi] \) at each time step, the optimal Q-value function is calculated as follows

\[
Q^*(s_t, a_t) = E[R_{t+1} + \gamma \max_{a_t}Q^*(s_{t+1}, a_{t+1}) | s_t, a_t]. \tag{4}
\]

Eq. (1) means that the optimal Q-value obtained at time \( t \) consist of the accumulation of the discounted optimal Q-value at the time \( t+1 \) and the reward signal \( r_t \). The fundamental of the DQN lies on that it is to approximate the optimal Q-value by using deep artificial neural networks, rather than calculating the Q-value over the larger state space. In the case of each \( s_t \) the calculation of all actions is unnecessary. In [26], the dueling model was proposed.

Given the present state in the conventional DQN, to calculate the Q-value of each action-state pair, a single branch of the Fully Connected (FC) layers is established after convolution layer. On the other hand, in dueling network, two separate branches of fully connected layers are set up to compute an advantage function and a value function and then it is fused to estimate Q-value. In this article, the two-arm structure examined is shown in the Fig.2. This structure has shown high success in many games both in terms of training speed and success [23-25].

The DQN in [23] uses the target network throughout the online network to make the overall network success determined. The target network is a copy of the online network. However, unlike the online network that updates the weights with the back propagation algorithm at each step, the weights of the target network are kept constant for a short period and then updated from the online network. Based on these two network structures, [25] claimed that the online network should choose actions and the target network should be used to solve the problem of over-optimistic calculation in Fig. 2.

More specifically, the state at time \( t+1, s_{t+1} \) is used to calculate the optimal Q* for at time \( t+1 \) at both target and online network. Then, the target value is calculated with the discount factor \( \gamma \) and the \( r_t \) reward at time \( t \). Finally, the error is calculated by subtracting the target value with the optimal Q* value estimated by the online network and then back propagated to update the weights when the current state, \( s_t \) is given. In this article, it is fused two methods and called as D3QN for learning humanoid locomotion in fast way [3], [26].

III. EXPERIMENTAL SETUP

In this experimental setup, we generated a platform consisting of white line on black background in three-dimensional simulation environment, Webots [39]. This is the first study on the training of humanoid robots by using vision-based DRL. Therefore, this specific simulation environment was selected. The gained experience in this environment will continue with the applications at different simulation environments and real environments. We used small-sized humanoid robot platform, Robotis-op2 in Fig.3 and Fig.4 [40].
TABLE I. LAYER STRUCTURE OF D3QN

<table>
<thead>
<tr>
<th>Layers</th>
<th>Filter Number-Stride</th>
<th>Neuron Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>160x128x4</td>
<td>-</td>
</tr>
<tr>
<td>Convolutional Layer 1</td>
<td>10x14x8 -4</td>
<td>32</td>
</tr>
<tr>
<td>Convolutional Layer 2</td>
<td>4x4 -2</td>
<td>64</td>
</tr>
<tr>
<td>Convolutional Layer 3</td>
<td>3x3 -1</td>
<td>64</td>
</tr>
<tr>
<td>FCL-1 for Advantage Branch</td>
<td>1x1</td>
<td>512</td>
</tr>
<tr>
<td>FCL-1 for Value Branch</td>
<td>1x1</td>
<td>512</td>
</tr>
<tr>
<td>FCL-2 for Action</td>
<td>1x1</td>
<td>4</td>
</tr>
<tr>
<td>FCL-2 for Advantage Branch</td>
<td>1x1</td>
<td>2</td>
</tr>
<tr>
<td>FCL-2 for Value Branch</td>
<td>1x1</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE II. LAYER STRUCTURE OF DQN

<table>
<thead>
<tr>
<th>Layers</th>
<th>Filter Number-Stride</th>
<th>Feature Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>160x128x4</td>
<td>-</td>
</tr>
<tr>
<td>Convolutional Layer 1</td>
<td>8x8 -4</td>
<td>32</td>
</tr>
<tr>
<td>Convolutional Layer 2</td>
<td>4x4 -2</td>
<td>64</td>
</tr>
<tr>
<td>Convolutional Layer 3</td>
<td>3x3 -1</td>
<td>64</td>
</tr>
<tr>
<td>Maximum Pooling</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>FCL-1</td>
<td>-</td>
<td>512</td>
</tr>
</tbody>
</table>

We generated DQN and D3QN frameworks using Keras and Tensorflow in Python. DQN network structure in [23] and D3QN network structure in [3] were used in this study. The used network structures of DQN and D3QN are given in Table 1 and 2. The models were trained and tested in Webots simulation environment on a workstation including Nvidia Titan XP. The performances of DQN and D3QN structures were evaluated. We generated the states of environment by using the last four historical camera images. We used the four actions consisting of right, left, and straight walking at two different speeds. We selected that

- reward is 1 if the robot is on right or left side of line,
- reward is 0.5 if the robot is on right or left side of line,
- reward is -10 for D3QN if the robot falls down,
- reward is -1 for DQN if the robot falls down,
- reward is -1 for the other cases

The results of D3QN and DQN are given in Fig. 5 and Fig 6. As can be seen from Fig. 5, D3QN learns its way after just 57 training epochs and it receives high rewards.

On the other hand, Fig. 6 shows that DQN is not able perfectly learns and receives low rewards.

Fig. 2. The structure of D3QN model.

Fig. 3. Humanoid robot, Robotis-op2 on line.

Fig. 4. The experimental setup constructed at Webot environment.

Fig. 5. Total reward and average reward with respect to training episode for D3QN.
In this article, we proposed the usage of a D3QN and DQN models for locomotion of Robotis-op2 humanoid robot. We used just raw images from camera as the input of D3QN and DQN models. The models were trained and tested in Webots simulator. The experimental results showed that the vision-based DRL provides a promising for the future and the performance of D3QN is much better than that of DQN in that training speed and stable locomotion. The feature work will include to use different algorithms for same problem and to transfer the DRL algorithms to real robot. Moreover, the same algorithms will be able to use to walk by avoiding from obstacles for both real and simulation environment.
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